J. Phys. Chem. A 2009, 113, 9881-9890 9881

Ab Initio Study of the Electron Transfer in an Ionized Stacked Complex of Guanines

Emilie Cauét* and Jacques Liévin

Service de Chimie Quantique et Photophysique, Université Libre de Bruxelles, CP 160/09, 50 Avenue F.D.
Roosevelt, B-1050 Bruxelles, Belgium

Received: March 18, 2009; Revised Manuscript Received: July 6, 2009

The charge transfer process in an ionized stacking of two consecutive guanines (GsGs)" has been studied by
means of state-averaged CASSCF/MRCI and RASSCF/RASPT?2 calculations. The ground and two first excited
states of the radical cation have been characterized, and the topology of the corresponding potential energy
surfaces (PESs) has been studied as a function of all intermolecular geometrical parameters. The results
demonstrate that the charge transfer process in (GsGy)* is governed by the avoiding crossing between the
ground and first excited states of the complex. Relative translation motions of both guanines in their molecular
planes are shown to lead to the charge migration between Gs and Gy. Five stationary points (three minima
and two saddle points) have been characterized along the reaction path describing the passage of the positive
charge from Gy to Gy. The global minimum on the PES is found to correspond to the charge configuration
Gs"Gy. The existence of an intermediate minimum along the reaction path has been established, characterizing
a structure where the positive charge is equally distributed between the two guanines. The calculated energy
profile allowed us to determine the height of the potential energy barrier (7.33 kcal/mol) and to evaluate the
electronic coupling at a geometry close to the avoiding crossing (3.6 kcal/mol). Test calculations showed that
the topology of the ground state PES of the complex GG™ is qualitatively conserved upon optimization of the

intramolecular geometrical parameters of the stationary points.

1. Introduction

In recent years, electron transfer in DNA has attracted
considerable attention and has been the subject of intense
research because of its importance in mechanisms of DNA
damage caused by oxidizing agents and photoirradiation.!™ In
addition, electron transfer reactions through DNA have impor-
tant applications to the construction of DNA-based sensors and
nanoscale devices.’”” It is now well recognized that the charge
migration is mediated by the w—z interactions between the
stacked DNA bases.®’ Two different mechanisms for the hole
transfer in DNA have been proposed, namely, the superex-
change and the hopping mechanisms.!®"!'> The single-step
superexchange mechanism'®~'? is relevant for the short-range
charge transfer (10—15 A), whereas the multistep hole hopping
mechanism'>~!> may be treated as a series of superexchange
steps between DNA bases separated by much larger distances
(up to hundreds of angstroms). The fact that guanine (G) is the
most easily oxidized nucleobase suggests that the radical cation
G* is a key intermediate in the hole transfer process mediated
by DNA. Created initially adjacent to an oxidant, the charge
hops through the DNA base stack using guanines as stepping
stones.!>!* A detailed investigation of the elementary step in
which a positive charge migrates from one guanine to another
is thus fundamental for understanding how the charge transfer
occurs through long DNA base sequences.

For many years, there have been abundant experimen-
tal”!21416722 and theoretical investigations?*~3! devoted to the
refinement of the charge transfer models between G sites. Key
parameters of the hole transfer models are the energies of the
nucleobase cation radicals and the electronic couplings between
the stacked nucleobases. Several theoretical studies have been
performed to calculate the ionization energies of the DNA bases
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embedded in the Watson—Crick base pairs *>737 in stacked

clusters** and to investigate the charge delocalization in DNA
base clusters.*~>! Different models based on quantum chemical
calculations have been proposed and reported in the literature
to estimate the hole transfer electronic couplings in DNA
stacks.”® % These models usually assume the validity of the
two-state approximation, in which the space of the two states
of interest (i.e., the two states in which the hole is localized
alternatively in one of two DNA bases) is well separated
energetically from the other states of the system.’> Only a few
studies that deal with a multistate approach have been published
so far.>>% In most cases, Hartree—Fock wave functions have
been used?’ 23136760 and Koopmans’ theorem approximation
has been applied.?’~>>156~58 Within this scheme, the properties
of the states of the radical cation are evaluated using the
difference of the one-electron energies of the highest occupied
molecular orbitals calculated for the corresponding neutral
system. In the same way, the couplings have been calculated
using density functional theory.*’” Beyond the one-electron
approximation, some studies have used multiconfigurational
wave functions.®' =% Blancafort et al.%! employed the CASSCF
and CASPT?2 methods to calculate the ground and excited states
of radical cations consisting of two and three nucleobases. Using
the results as reference data, these authors also tested the
application of several semiempirical methods in the calculation
of electronic couplings in DNA 7-stacks, showing that only the
method INDO/S gives reliable results.>'%* Recently, the MS-
PT2 and TD-DFT methods have been tested for calculating
electronic states of corresponding radical anions.5>%

In all of the above-mentioned theoretical studies, arbitrary
molecular geometries of DNA base stacks, which are supposed
to be favorable to charge transfer, were used to calculate the
couplings. Some of them have analyzed the changes of the
electronic couplings associated with the DNA structural fluctua-
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Figure 1. Definition of local reference coordinate systems (I°, ¢°, d°)
and (%, ¢¥, &) for the guanines located in the 5’ (Gs) and 3’ (Gy)
directions, respectively. The geometry is taken from the X-ray structure
of TC3 transposase (protein code 1TC3), and the interacting residues
are Gua-A7 and Gua-A8. Atoms O, N, C, and H are colored in red,
blue, gray, and white, respectively.

tions by selecting a series of static geometries from the available
crystallographic data for DNA sequences.’>® Several authors
also performed classical MD simulations to quantify the
fluctuations of the charge transfer parameters with the DNA
dynamics. 33157606671 Tn most of these studies, the DNA
structure fluctuations were assumed to occur only as changes
in vertical separation and twisting motion of the base pairs of
the DNA helix. The authors show that the charge transfer
parameters exhibit large oscillations when computed for snap-
shots along classical MD trajectories. Whereas these studies
highlight a strong dependence of the electronic coupling on the
relative geometry of the nucleobases, the geometries of DNA
base complexes that are expected to facilitate charge transfer
have not completely been characterized. Therefore, the real role
of the base motion on the mechanism of charge transfer is still
not well understood, and the structural and energetic details of
the potential energy surfaces (PESs) of the electronic states
governing the charge transfer between two guanines still remain
completely unknown. This issue is addressed in this article by
considering the single-step charge transfer in an ionized stacking
of two consecutive guanines (GG)*. The topology of the
adiabatic PES of the system (GG)" has been investigated as a
function of a restricted set of geometrical parameters. High-
level multiconfigurational calculations have been performed,
providing an accurate representation of the wave functions along
the reaction coordinate governing the charge migration. For the
first time, the corresponding energy profile has been predicted
and the conformational changes accompanying the charge
transfer process have been identified.

This article is organized as follows. The geometrical model
used in this work is defined in Section 2. The method of
calculations and the computational strategy are developed in
Section 3. Results and Discussion are presented in Section 4,
before concluding in Section 5.

2. Geometrical Model

In this work, our model consists of an ionized stacking of
two consecutive guanines (GG)", both guanines being in the
same strand. We started from the X-ray geometry of TC3
transposase (protein code 1TC3, residues Gua-A7 and Gua-AS)
used in our previous investigations on stair-motifs at the
protein—DNA interfaces.”>”® This structure is represented in
Figure 1, where the guanines located in the 5" and 3" directions
of the strand are labeled Gs and Gy, respectively. The
intramolecular geometrical parameters relative to each base were
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Figure 2. Definition of the intermolecular translations and rotations
involving two consecutive DNA bases.

optimized at the HF/6-31G(d,p)"*" level of theory and kept fixed
during all our calculations. Neglecting the coupling between
the inter- and intramolecular geometrical parameters is justified
by the fact that the process of interest is governed by the
interactions between the delocalized 7 structures of the mono-
mers and that this delocalization is assumed to be insensitive
to intramolecular geometry changes. The “frozen monomers”
approximation has been widely used in the literature for
investigating the stability and reactivity of stacked 77 systems’>76~%
and will be further discussed in Section 4.4. The intermolecular
geometrical parameters have been defined with respect to local
rectilinear reference coordinate systems (1°, ¢°, d*) and (1%, ¢%,
d”) defined for the guanines Gy and Gy, respectively. (See
Figure 1.) The origins ¢* and ¢ of both systems are chosen to
be the center of mass of each nucleobase. The d axes are
perpendicular to the molecular planes and point in the 5'—3’
direction. The g axes are oriented along the CH bonds of the
five-cycles of the bases, and the [ axes point toward the CO
bonds. The 1TC3 structure corresponds to a configuration in
which the coordinates of ¢* are (1.1, —2.9, 3.3) (in angstroms)
in the (°, ¢°, &) coordinate system, and the *, g%, and d*
axes are rotated by o = 27.75°, f = 27.33°, and y = 6.26°
with respect to %', ¢°, and @', respectively. Note that y gives a
measure of the nonparallelism between both guanine molecular
planes, whereas a and 3 account for the DNA helicoidal step
orientation.

Two notations are introduced corresponding to two distinct
positions of the positive charge that may occur in the system
(GsG3)™. In one position, denoted Gs "Gy, the positive charge
is on the guanine Gy. In the second position, GGz, the positive
charge is on the guanine Gy. In the present study, we explored
the PES of the radical cation (GsGy)" to find the local minima
corresponding to the two repartitions of the charge: G5 Gy and
GsGy™. Using the structure TC3 as reference geometry, we have
investigated the reaction path connecting the minima and the
height of the potential energy barrier that separates them by
moving Gs with respect to Gy, the latter nucleobase being kept
fixed. Six intermolecular geometrical parameters are used for
that purpose. (See Figure 2.) The parameters d, g, and [
correspond to three translation motions applied to the center of
mass of Gy in the directions of axes d°, ¢°, and I°, whereas the
parameters €2, p, and 7 define the rotations of the Gs molecular
plane around &, qs', and I° axes, respectively. Note that we
consider that the (¥, g%, @) system follows the translation
motions of Gs without any reorientation. The parameters
described above are well adapted to a single-strand stack. They
could be related to the so-called local base-pair step parameters
(Rise, Side, Shift, Twist, Roll, and Tilt)®! by extending the model
system to include the base pairs, guanine—cytosine, thus taking
the cDNA strand into account.
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3. Methods of Calculation

To survey the PES of the radical cation (GG)", multicon-
figuration ab initio calculations have been performed using the
6-31G(d(0.2)) basis set’ corresponding to the standard 6-31G
basis set augmented by diffuse polarization functions (o = 0.2)
on the heavy atoms: oxygen, carbon, and nitrogen. We
demonstrated in our previous work that this medium basis set
is able to describe the stacking stability’”®> and the electronic
changes accompanying the ionization** as well as larger
polarized and augmented basis sets of the literature but at lower
computer costs. Complete®>#* and restricted® active space self-
consistent field (CASSCF and RASSCF) calculations have been
performed in which the molecular orbitals playing an active
role in the charge transfer process between the two guanines
were optimized. A state-averaging procedure®? has been used
to optimize a common molecular orbital basis set describing
the low-lying electronic states of the dimer (GG)*. The choice
of the states involved in the state averaging optimization was
found to be particularly important and required careful inves-
tigation to represent properly the two states corresponding to
the two repartitions of the charge Gs*Gy and GsGy™' and all
interacting states. Main configuration state functions (CSFs)
defining these states have been accounted for in a restricted
active orbital space correlating a minimal number of electrons.
To introduce the remaining dynamical correlation, the CASSCF
and RASSCF calculations have been followed by internally
contracted multireference configuration interaction®%7 (MRCI)
and second-order perturbation theory®~° (RASPT2) calcula-
tions, respectively. All calculations were performed with the
MOLPRO?! program package running on the Compaq alpha
servers of the ULB/VUB computer center. The Mulliken
approach®? has been employed for localizing the positive charge
in the stacked cluster.

To elucidate the relative stability of the configurations
corresponding to the stationary points on the PES of the radical
cation (GG)*, we calculated the interaction energies of the
optimized geometrical structures at the MP2%3%* level with the
6-31G(d(0.2)) basis set. The standard counterpoise method® was
applied to correct the interaction energies for the basis set
superposition error. These calculations were performed with the
Gaussian03% program suite.

3.1. CASSCF/MRCI Calculations. An initial single excita-
tion configuration interaction (CIS) test calculation carried out
for the X-ray structure 1TC3 of the stacked dimer (GG)*
suggests that the charge transfer process from a guanine to the
other implies the progressive passage from the ground config-
uration to the first excited configuration. This prediction is in
agreement with a large number of MRCI test calculations
performed with different sets of configurations. The analysis
of the MRCI wave functions of the low-lying states of the radical
cation (GG)™ shows that configuration mixing occurs within
the ground, first, and second excited states of the dimer. The
three lowest states are characterized by a dominant configuration
corresponding to the singly occupied HOMO, HOMO™!, and
HOMO™2 for the ground, first, and second excited states,
respectively. These three molecular orbitals constitute the
minimal active space for describing the electron transfer.

The size of the active orbital space will be defined by the
standard notation [n,m]_x CASSCEF indicating that n electrons
are distributed in all possible ways among m molecular orbitals,
with x being the number of states involved in the state averaging
procedure. The minimal active orbital space [5,3]_3 has been
used in preliminary CASSCEF calculations, presented in Section
4.1, where only one of the six intermolecular parameters of the
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cluster was changed. This space is defined by the three highest
occupied molecular orbitals (HOMO, HOMO™!, and HOMO™),
in which five electrons are distributed to form the CASSCF wave
functions. These wave functions provided the smaller multi-
configurational description of the three lowest states of the
system. A significant amount of computer time is required for
variationally optimizing the 75 closed shell orbitals in addition
to the 3 active orbitals. For this reason, we decided to freeze
the 36 lowest occupied molecular orbitals arising from the 1s
and 2s orbitals of oxygen, carbon, and nitrogen, which were
optimized at the SCF level. This results in a reduction of the
computer time by a factor of three without significant loss of
accuracy.

The state-averaged CASSCF calculations with the minimal
active orbital space [5,3]_3 were performed as a preliminary
orbital optimization step to prepare for MRCI calculations. The
multireference wave function used in the MRCI calculations
exactly corresponds to the CASSCF wave function. All single
and double excitations from the active orbitals to the external
orbital space were included in the MRCI expansion, whose size
reached 10° contracted CSFs. This level of calculation, noted
CASSCF/MRCI(5) below in this work, takes into account both
dynamical and nondynamical correlation effects of the five
active electrons providing a correct representation of the
electronic states of the radical cation (GG)*. Small changes in
configuration weights are observed for the CASSCF and
CASSCF/MRCI wave functions. The detected mixings suggests
that a weak interaction occurs between the main and doubly
excited configurations, promoting electrons to the external orbital
space. The energy difference between the ground and first
excited states is 6.35 and 4.72 kcal/mol for the CASSCF and
CASSCF/MRCI calculations, respectively. The Mulliken atomic
populations calculated for these states show that the repartitions
of the positive charge in the stacked dimer (GG)* are inverted
for the MRCI results.

To validate the CASSCF/MRCI(5) level of theory, we
performed CASSCEF calculations with an active space extended
to 11 electrons in 10 orbitals. The calculated first excitation
energy reaches 4.40 kcal/mol, which confirms the CASSCF/
MRCT value calculated with only three active molecular orbitals.
One sees that the interaction between the three first electronic
states and the highest excited states is properly described in
the CASSCF/MRCI(5) calculation, whereas the CPU time is
decreased by a factor of 2.5 relative to the CASSCF calculation
with 11 active electrons.

3.2. RASSCF/RASPT2 Calculations. The multireference
second-order perturbation theory (CASPT2 or RASPT2) has
been shown to be adequate for correlating a substantial number
of electrons. However the results of PT2 calculations are more
sensitive to the choice of the MCSCF reference wave function,
and convergence problems can occur if the active orbital space
is not adequately chosen. The analysis of the [5,3]_3 CASSCF/
MRCI(5) wave functions has shown that couplings exist between
the reference configurations and the excited configurations
obtained by double electron promotions to the external orbital
space. Therefore, to apply the PT2 theory, we enlarged the
minimal active orbital space by including orbitals that are
unoccupied in the HF wave function. To limit the increase of
the CPU time, we have used the RASSCF method. The notation
{R1[e,m;]; R2[n,m,]; R3[f,m3]}_x RASSCF has been adopted
for defining the splitting of the active orbital space into three
standard subsets: RAS1, RAS2, and RAS3. This notation
indicates, for each subset Ri, the number m; of included
molecular orbitals. The maximal number of excitations that can
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be done from RASI is given by e, whereas f is the maximal
number of excitations that can be done to RAS3. The number
of electrons distributed in RAS2 is defined by n, whereas x is
the number of states involved in the state averaging procedure.

In this work, no RAS1 space has been defined, and only
double excitations have been allowed from RAS2, the minimal
reference space [5,3], to RAS3. All RASSCEF calculations have
been done using the optimized [5,3]_3 CASSCEF orbitals as the
initial one-electron basis set, and the same core of doubly
occupied orbitals has been conserved. Test calculations have
been performed to determine the number of molecular orbitals
included in RAS3. The results, which are detailed in the
Supporting Information, show that the RASSCF calculation with
RAS3 limited to one orbital offers the highest computational
efficiency while remaining consistent with the [5,3]_3 CASSCF/
MRCI(S) results.

The RS2 approach® of the CASPT2 method has been adopted
for adding supplementary correlation effects to the RASSCF
{R1[0,0]; R2[5,3]; R3[2,7]}_3 results. The occupied orbital
space from which excitations are allowed for the second-order
perturbation theory treatment has been extended for that purpose
to a larger set of orbitals, as compared with the previous
RASSCEF space. In this case, the total number of correlated
orbitals compatible with the MOLPRO code is restricted to a
number of 32. This means that 61 electrons are correlated in
this way, bringing 1.16 hartree of correlation energy with respect
to the RASSCF calculation at the reference 1TC3 geometry.
The size of the corresponding configuration space amounts to
7 x 107 contracted CSFs for a CPU time of 3.5 times the [5,3]_3
CASSCEF reference calculation. The level of calculation, noted
RASSCF/RASPT2(61) in this work, has been used to optimize
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Figure 3. (a) Energies of the ground state and of the first excited state computed at the CASSCF/MRCI(5)/6-31G(d(0.2)) level for the stacked
(GsGy)* system as a function of the parameters d, ¢, and /. (b) Percentages of the positive charge on the guanine Gy (solid line) and on the guanine
Gy (dotted line) calculated for the ground state as a function of the parameters d, ¢, and /.

the reaction path describing the charge transfer process in the
stacked dimer (GG)'. The results of the calculations will be
presented in Section 4.2.

4. Results and Discussion

4.1. Effects of Translational and Rotational Motions of
Guanine G5 on the Charge Transfer in the Radical Cation
(GsG3)™. To estimate how each motion of guanine G relative
to guanine Gy can affect the charge migration, we calculated
the energies and the percentages of the positive charge on the
guanines Gy and Gy for a series of configurations where only
one of the six intermolecular parameters was changed. These
calculations have been performed at the CASSCF/MRCI(5)/6-
31G(d(0.2)) level. The results are presented below.

4.1.a. Translational Motions. Figure 3a shows the relative
energies of the ground state and of the first excited state
computed for the stacked (GsGy)™ system as a function of the
parameters d, g, and . The energy scale used in this Figure is
relative to the ground electronic state of the reference geometry.
Although the ground, first, and second excited states of the
complex have been calculated in this work, only the ground
state and the first excited state are depicted because only those
two states describe the charge transfer process between the bases
Gy and Gy. (See Section 3.) Figure 3b presents the percentages
of the positive charge on the guanine G+ (solid line) and on the
guanine Gy (dotted line) calculated for the ground state as a
function of the parameters d, ¢, and /. We used the following
ranges of the parameters: d + 0.5 A, qt4 A, and [ + 1.5 A.
(See the inset of the Figure for the definition of the signs of
these parameters.) The large range g £+ 4 Ais justified by the
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Figure 4. (a) Energies of the ground state and of the first excited state, computed at the CASSCF/MRCI(5)/6-31G(d(0.2)) level for the stacked
(GsGy)™ system as a function of the parameters 7, p, and Q. (b) Percentages of the positive charge on the guanine Gs (solid line) and on the
guanine Gy (dotted line) calculated for the ground state as a function of the parameters 7, p, and €.

extreme value of slide (2.9 A) in the reference configuration
where the bases are essentially unstacked.

A very flat minimum characterizes the ground-state energy
curve computed as a function of parameter d. We observe that
the optimal d value is equal to 0.0 A, that is, the reference
configuration, which corresponds to a distance of 3.3 A between
the center of mass of guanine Gs and the molecular plane of
guanine Gy. For this configuration, 64% of the positive charge
is located on Gy and 36% is located on Gs. The variation of
the parameter d does not lead to a significant charge transfer
from one guanine to another.

The ground-state energy curve as a function of g presents
two pronounced minima at values of ¢ = 0 and —3 A, separated
by a potential energy barrier. At ¢ = —3 A, the percentages of
the positive charge on the guanines Gs and Gy reach 25 and
75%, respectively. The value ¢ = —3 A corresponds to a
configuration in which the stacked guanines are essentially
superposed. At the top of the potential energy barrier, at ¢ =
—1 A, the positive charge is distributed equally between the
two nucleobases. This suggests that this point corresponds to
the avoiding crossing between the ground and first excited states.
The changes of the parameter ¢ thus have a significant effect
on the distribution of the positive charge in the radical cation
(GsGy)™ and are found to play a significant role in the charge
transfer mechanism.

In the case of parameter /, although a charge migration
between the two guanines is observed, the ground-state energy
profile is flat and contains no minima. This result suggests that
our CASSCF/MRCI(5) calculations performed with the minimal
active orbital space [5,3]_3 do not fully recover the subtle

electron correlation associated with motion of Gy along 7. This
will be confirmed later in Section 4.2 on the basis of the
calculations performed at a higher level of theory.

4.1.b. Rotational Motions. Figure 4a shows the relative
energies of the ground state and of the first excited state,
computed for the stacked (GsGy)™ system as a function of the
parameters 7, p, and Q. Figure 4b presents the percentages of
the positive charge on the guanine Gy (solid line) and on the
guanine Gy (dotted line) calculated for the ground state as a
function of the parameters 7, p, and 2. The following ranges
of the parameters, 7 + 5°, p + 10°, and Q £ 10°, were used.
(See the inset of the Figure for the definition of the signs of
these parameters.)

The results show that none of the three rotational motions
induce a charge transfer. The positive charge remains mainly
localized on guanine Gs. In each case, the percentage of the
positive charge calculated for the ground state on guanine Gy
varies between ~50 and 80%. No point on the PES of Figure
4a corresponds to the position of the charge on guanine Gy,
that is, more than 95% positive charge on this base.

4.2. Topology of the Potential Energy Surface of the
Radical Cation (GsyG3)". The results of preliminary calcula-
tions presented in Section 4.1 suggest that both of translation
motions of guanine Gy along the axes /° and ¢° can cause the
migration of the positive charge from one guanine to the other
in the ionized radical (GyGy)". However, changes in the vertical
separation of the two nucleobases or rotational motions of
guanine Gs have essentially no effect on the charge transfer
process. To estimate the coupling between the translational
modes of guanine Gs along the axes I and ¢°, we calculated
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Figure 5. Energy maps for the (a) ground and (b) first excited states calculated at the RASSCF/RASPT2(61)/6-31G(d(0.2)) level for the radical
cation (GyGy)™ as a function of the parameters ¢ and . The vertical separation between the two stacked guanines is kept fixed equal to 3.3 A. Five
stationary points have been localized (M for minimum, S for saddle point) (c) Percentage of the positive charge on the guanine Gy calculated for
the ground state. In each part of the Figure, the point (0,0) corresponds to the reference crystal structure 1TC3.

the energy and the distribution of the charge of the radical cation
(GsGy)™ for a series of configurations with the center of mass
of guanine Gy situated at the grid points (/, ¢) where —4 < ¢
<1 Aand —05 < [ < 3 A. These values are in agreement
with deviations predicted by Hunter et al.?” of slide and shift of
+4 and +2 A, respectively, and are in agreement with average
deviations found by molecular dynamics simulations by Voityuk
et al.%’ The following increments have been used: ¢ + 1 A and
[+ 0.5 A. The parameters d, 7, p, and Q have been fixed at
their reference values. The calculations were performed at the
RASSCF/RASPT2(61) level of theory using the 6-31G(d(0.2))
basis set. The resulting relative energies for the ground and first
excited states of the radical cation (GyGy)* are presented in
Figures 5a (2D and 3D representations) and Sb, respectively,
as a function of the parameters ¢ and /. Figure 5c shows the
percentage of the positive charge on the guanine Gs calculated
for the ground state. In each Figure, the point (0,0) corresponds
to the reference crystal structure 1TC3. Energy isocontours are
plotted over Figure 5a,b. In Figure 5c, the charge distribution
is presented in color, whereas the energy isocontours of Figure
Sa are redrawn over it.

The topology of the ground-state PES (Figure 5a) shows five
stationary points: three minima, denoted M1, M2, and M3, at

the coordinates (1.5, 0), (1.5, —3), and (0, —3), respectively,
and two saddle points, S1 and S2, at (1, —1) and (0.5, —3),
respectively. We see that the minimum M1 is flat and covers a
wide range. Three distinct zones are observed in Figure 5c: a
first zone surrounding M1 in which the positive charge is
essentially on guanine Gs, a second zone around M2, that shows
a uniform distribution of the charge on both bases, and a third
zone close to M3 where the positive charge is on guanine Gy
The saddle points S1 and S2 are at the border between the first
and the second zones and between the second and the third
zones, respectively. The minimum M1 in which 98% of the
positive charge is on guanine Gs is more stable by 0.98 kcal/
mol than the minimum M3, where 72% of the positive charge
is on guanine Gy. The height of the potential energy barrier
separating M1 and M2 reaches 4.48 kcal/mol. In Figure 5a, it
is surprising to see that the stationary points M1 and M2 are
on an axis parallel to q5' at/=1.5 A, whereas M2 and M3 are
on an axis parallel to I at g = —3 A. The geometrical structures
of the complex GG corresponding to the minima M1 and M3
are depicted in Figure 2S of the Supporting Information. Starting
from the point M2, a motion of guanine Gs to positive g values
leads to a charge transfer to the guanine Gs, whereas a
movement of Gs in the direction of negative / values results in



Ionized Stacked Complex of Guanines

M1

M2

J. Phys. Chem. A, Vol. 113, No. 36, 2009 9887

M3

Relative Energy (kcal/mol)

-10 -5

0
Q(°)

5 10 15

Figure 6. Relative energies of the ground state computed at the RASSCF/RASPT2(61)/6-31G(d(0.2)) level for M1, M2, and M3 as a function of

the parameter 2. The sign of the parameter €2 is indicated in Figure 4.

a charge migration to the guanine Gy. According to the model
of Prat et al.,* this result can be interpreted by the electrostatic
potential of the isolated guanine base that shows significant
concentration of negative charge on O and N atoms designated
by Ojp and N7 and O, and Ny; for Gs» and Gy, respectively.
For our system, M1 corresponds to a configuration in which
Ny; of Gy is located just above the six-membered ring of the
Gg stabilizing the cation located in guanine Gs. M3 corresponds
to N7 and Oy of Gs below the aromatic ring of Gy stabilizing
the positive charge on guanine Gy

4.3. Optimization of the Stationary Points. As already
pointed out by previous investigations,’ the variations of twist
angle and distance between the guanines have a small effect
on the energies of the system. However, these parameters were
found to strongly affect charge transfer integrals.®¢*”-7° It is for
this reason that we decided, for geometrical configurations
corresponding to all stationary points M1, M2, M3, S1, and
S2, to optimize the parameters d and €2, characterizing the
translation and the rotation of guanine Gs along and around
the axes d”, respectively. These were independently optimized
at the RASSCF/RASPT2(61)/6-31G(d(0.2)) level.

4.3a. Minima M1, M2, and M3. For each Q value, the results
show that the energy of the complex in M1, M2, and M3 is
strongly destabilized by motion along the ¢* direction, indicating
that the reference structure possesses the most stable d value.
Figure 6 presents the relative energies of the ground state
computed for M1, M2, and M3 as a function of the parameter
Q with the vertical separation between the stacked guanines
kept fixed equal to the reference value, 3.3 A. The value Q =
0 corresponds to the orientation of the guanine Gy in the
reference structure 1TC3, and the sign of the parameter Q is
indicated in Figure 4. The energy scale used in this Figure is
relative to the ground electronic state of the reference geometry.

The curve corresponding to the configuration M1 shows a
minimum at an optimal € value close to —10°. At this point,
the ground-state energy is stabilized by 2.85 kcal/mol. This can
be interpreted to be a consequence of the oxygens of the two
guanines moving further away from each other. Further rotation
of guanine Gs to —15° breaks the 7—s interaction between
the two guanines, dramatically increasing the relative energy.

For the structure M2, the rotation of guanine Gs to positive
Q values slightly stabilizes the complex (<0.5 kcal/mol) with
an optimal value of € equal to +10°. For Q values greater
than +10°, the energy increases as a result of the fact that these
geometries effectively prohibit the 7—s interaction between the
two bases. The negative rotation of guanine Gs» makes the
oxygens of the two guanines closer to each other, destabilizing
the stack by up to 2.43 kcal/mol relative to the minimal energy.

For M3, although the distance separating the two oxygens
varies, the change in energy as a function of parameter €2 does
not exceed 0.65 kcal/mol. This can be explained by the fact
that the configuration corresponding to the minimum M3
presents two guanines essentially aligned and that rotation of
the guanine Gs does not change the overlap between the 7
clouds of the two aromatic molecules.

The Mulliken populations calculated for each point of the
curves M1 and M3 of Figure 6 reveal negligible changes of the
distribution of the positive charge between the two guanines.
The percentage of the positive charge on guanine Gs varies
between 95 and 98% and between 28 and 38% for M1 and M3,
respectively. A detailed analysis of the charge density of
individual monomers of the complex GG shows only small
fluctuations for each atomic charge. The data in M2 present
larger charge fluctuations. For Q ranging from 0 to +10°, 49
to 52% of the positive charge is on guanine Gs. For other
values, up to 32% more are present on the base. It is essentially
the atomic charges of the atoms located on the five-membered
rings of the guanines that vary.

4.3b. Saddle Points S1 and S2. The ground-state relative
energies, calculated for the structures S1 and S2 as a function
of the parameters d and Q, are presented in Figure 7. The two
PESs clearly show a topology characteristic of a saddle point.
The energy of the complex increases for any change in d and
decreases for any change in €2. The saddle points are observed
at Q equal to 0 and —5° for structures S1 and S2, respectively,
and d = 0 A. At these points, the percentage of positive charge
on guanine Gs is 96 and 47% for S1 and S2, respectively.

4.4. Energy Landscape. The main features of the energy
landscape characterizing the reaction path that describes the
charge transfer in the stacked complex (GyGy)™ are summarized
in Figure 8. The relative energies of the ground and first excited
states (Figure 8a) are computed at the RASSCF/RASPT2(61)/
6-31G(d(0.2)) level for the five stationary points optimized in
the previous sections. Figure 8b displays the percentages of the
positive charge on the guanine Gs (solid line) and Gy (dotted
line) calculated for the ground state. The optimized geometrical
structures corresponding to the five stationary points are depicted
in Figure 9. The corresponding Cartesian coordinates are
provided in the Supporting Information as Tables 1S—5S.

We observe that the minimum M1, corresponding to the
charge configuration Gs"Gy, is more stable by 3.84 kcal/mol
than the minimum M3 corresponding to the charge configuration
GsyGy". The minimum M2, in which the charge is equally
distributed between the two guanines, is destabilized by 2.13
kcal/mol relative to M1. The height of the potential energy
barrier between M1 and M2 reaches 7.33 kcal/mol. To calculate



9888 J. Phys. Chem. A, Vol. 113, No. 36, 2009

(@)

Relative Energy (kcal/mol)

()

-

0O 1 2 3 4 &§ 6 7 8 9
Relative Energy (kcal/mol)

Figure 7. Ground-state relative energy calculated, at the RASSCF/
RASPT2(61)/6-31G(d(0.2)) level, for the structures (a) S1 and (b) S2
as a function of the parameters d and Q.

the electronic coupling for charge transfer between the stacked
guanines, we applied the two-state model of electron transfer
at the RASPT?2 level. In this procedure, the electronic coupling
can be estimated to be half of the minimum splitting between
the two adiabatic states, that is, the ground and first excited
states. We estimated the half of the minimum splitting at the
top of the energy barrier to be 3.6 kcal/mol, providing a valuable
estimate of electronic coupling for hole transfer at the optimized
geometry close to the avoiding crossing.

The energy profile for electron transfer presented in Figure
8 has been obtained within the approximation of frozen
monomer geometries. Going beyond this approximation using
large scale RASPT?2 calculations is unfortunately out of reach
of present computer capabilities. An estimation of the internal
reorganization energy has nevertheless been achieved for the
three minima: M1, M2, and M3. For each of these structures,
we have optimized all intramolecular parameters at the HF/6-
31G(d,p) level of theory keeping the intermolecular parameters
characterizing these structures fixed. The RASPT2(61)/6-
31G(d(0.2)) energies were then recalculated at the optimized
geometries. The absolute reorganization energies are found to
be less than 4 kcal/mol, and the root-mean-square deviations
between initial and optimized structures are small (between 0.03
and 0.07 A). The results show that optimization of the
intramolecular geometrical parameters does not change the
stability order of the minima previously found and that
the charge transfer still occurs from M1 to M3 (percentages of
positive charge on Gs of 97, 43, and 7% for M1, M2, and M3,
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Figure 8. (a) Relative energies of the ground and first excited states
computed at the RASSCF/RASPT2(61)/6-31G(d(0.2)) level for the five
stationary points optimized (M for minimum, S for saddle point). (b)
Percentages of the positive charge on the guanine Gs (solid line) and
Gy (dotted line) calculated for the ground state.

respectively). However, the relative stability between the three
minima has changed. M2 and M3 are destabilized by 3.63 and
6.18 kcal/mol, respectively, relative to M1. This should be
compared with 2.13 and 3.84 kcal/mol obtained before internal
optimization. These differences should be considered to be
indicative only because the optimizations have been performed
at the HF level. We would like to stress that geometry relaxation
certainly brings small energy shifts along the electron transfer
energy path. However, this does not change the global topology
of our calculated PES.

4.5. Interaction Energies. To elucidate the relative stability
of the stationary points M1 and M3 on the PES of the radical
cation (GG)™, the interaction energies were calculated at the
MP2 level with the 6-31G(d(0.2)) basis set. The standard
counterpoise method was applied to correct the interaction
energies for the basis set superposition error. The monocon-
figurational theory MP2 could be used only at the geometries
M1 and M3, for which the ground-state wave function can be
described by one dominant electronic configuration because of
the pure distributions of the positive charge obtained for these
structures.

The interaction energies of the neutral complexes are —3.50
and —3.88 kcal/mol for the structures M1 and M3, respectively.
The structure M3 is found to be the most stable, although the
energy difference between the two minima is negligible (<0.4
kcal/mol) because of the delocalization of the s electrons of
the aromatic rings of the guanine base. The MP2 calculations
performed for the cation species show that M1 is more stable
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Figure 9. Optimized geometrical structures corresponding to the five
stationary points M and S of Figure 8. Atoms O, N, C, and H are colored
in red, blue, gray, and white, respectively.

following the ionization. The interaction energies computed for
M1 and M3 are —13.79 and —11.77 kcal/mol, respectively. The
contributions of the positive charge to the complexes stability,
obtained from differences between the energies for neutral and
cation species, are significant. They reach 10.29 and 7.89 kcal/
mol for the structures M1 and M3, respectively.

5. Conclusions

The charge transfer process in an ionized stacking of two
consecutive guanines (GyGy)™ has been studied by means of
multiconfigurational calculations. The ground and two first
excited states of the radical cation have been characterized, and
the topology of the corresponding PES has been studied as a
function of the intermolecular parameters of the DNA base
cluster. The level of calculation to be used for a correct
description of the electronic states in this system has been
carefully investigated on the basis of systematic test calculations.
The state-averaged CASSCF/MRCI and state-averaged RASSCF/
RASPT2 approaches have been used, providing an accurate
representation of the modifications appearing in the wave
functions along a reaction coordinate and describing the
configurational changes accompanying the charge transfer from
one guanine to the other. The 6-31G(d(0.2)) basis set has also
been utilized. It presents the advantage of accurately describing
both the m—z interaction between the two guanines and the
electronic changes accompanying ionization.

The results demonstrate that the charge transfer process in
the ionized stack (GyGy)* is mediated by the avoiding crossing
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between the ground and first excited states of the complex. Two
geometrical conformational changes have been emphasized
governing the charge migration corresponding to the translation
motions of guanine Gs in the molecular plane defined by its
aromatic ring. Geometry optimizations have been performed to
find the stationary points along the reaction path describing the
passage of the positive charge from the guanine Gs to guanine
Gy. The minimum corresponding to the charge configuration
Gs'Gy is more stable than the minimum of the charge
configuration GyG3 . The existence of an intermediate mini-
mum has been established, characterizing a structure where the
positive charge is equally distributed between the two guanines.
The calculated energy profile allowed us to determine the height
of the potential energy barrier (7.33 kcal/mol) and to evaluate
the electronic coupling at a geometry close to the avoiding
crossing (3.6 kcal/mol). Test calculations showed that the
topology of the ground-state PES of the complex GG™ is
conserved upon optimization of the intramolecular geometrical
parameters of the stationary points.

The results presented in this article provide a detailed
characterization of very specific conformations of the DNA stack
required for the charge transfer. They demonstrate how sensitive
the charge migration in DNA is to the stacking geometry. In
fact this high sensitivity is very important because it has led to
the proposal that DNA charge transfer may play a role in
detecting DNA damage within the cell.?” Only two bases were
considered in our ab initio calculations of base complexes, but
it would be worthwhile to extend our system to larger clusters.
Indeed, consideration of longer poly-G sequences is expected
to change the relative stability of structures implied in the charge
transfer process between two guanines. Also, the survey of such
motifs inside the DNA context is necessary to show that the
optimized structures found in this work are compatible with
the structural constraints provided by the native DNA environ-
ment. Both of these studies are in progress and will be part of
future papers.
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